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A B S T R A C T
Securing profits while offering industrial demand-side flexibility in both energy and

markets is critical to ensure the profitability of energy-intensive industrial plants to make av
their flexible assets in the electricity markets and hence accelerating the energy transition. Pro
efficient bidding strategies for simultaneous participation in the energy and reserve market is ch
ing since it requires the integration of different market mechanisms in a single optimization p
(combining energy and reserve markets), as well as an accurate mathematical model of in
processes from which to obtain energy flexibility. Often, such mathematical models are eit
available or are described through complex simulators, making the design of a computa
efficient bidding strategy a complicated task.

This paper introduces a novel framework to support energy-intensive industrial plants
energy flexibility in the joint energy and reserve market. We use a neural network to mo
complex nonlinear dynamics of the industrial flexible process. Then, to reduce the comple
the resulting optimization process we convert the neural network into linear constraints, form
the problem of bidding energy flexibility into the electricity market as a mixed-integer linear pr
The uncertainties of the process variables are considered using a scenario-based approach.

A realistic simulation considering the case of an evaporative cooling tower used in the ch
industry, participating in the Belgian electricity market is carried out to demonstrate the appli
of the proposed scheme.

duction
ivation
able development requires transition in energy

on habits and human activities [21]. A shift from
fossil and non-renewable resources to the ex-

of renewable ones is now considered as crucial
the future environment and meet sustainable de-
goals. To accomplish these objectives, the global
tem must undergo a profound transformation, by
energy efficiency and investing in renewable en-
ons. In this context, the idea of energy flexibility
-Side Flexibility (DSF) has become a common
encourage the integration of renewable energy

ES) into the power systems, and hence to accel-
ergy transition [18, 33]. Energy flexibility refers
ty of a generic prosumer to change their energy

on patterns based on external signals. It relates to
to address short-run and unexpected imbalances
mand and supply due to the increasing penetra-

S.
s reason, DSF is now seen as an essential fea-
n the current energy-inefficient system into one
by renewable energy. New flexibility may come
us sources that will have to be exploited over
ars, e.g., through new storage technologies, in-
torial coupling, industrial demand-side flexibility
):

management], or improvements in operational effic
through technological development [1, 39]. Industria
cesses/plants are extensive energy consumers and play
role in the reduction of energy demand and in devel
advanced strategies based on energy flexibility [37].

In a liberalized market environment, the actual flex
dispatch is largely driven by the offering strategy o
entity who owns and operates these flexible assets. A p
investor/operator aims at maximizing its expected
Typical revenue streams originate from price arbitra
day-ahead wholesale energy markets and the provisi
ancillary services such as operating reserves. In this r
efficient offering strategies often require the simulta
preparation (co-optimization) of bids in multiple mark
order to improve the economic value of flexibility ass
shown in many studies [11, 26, 42, 51];

For this reason, the aim of this paper is to propose a
optimization framework to enable bidding energy flex
of industrial processes in the both energy and reserve m

In order to design such a bidding strategy, it is nece
to develop models with the capability of predicting the
of control settings on the systems’ dynamic behavior.
ever, modelling industrial processes and their compo
is very challenging, and often the traditional model
parameters describing the process dynamics to be cont
are not available in practice [24, 6].

Unlike analytical models, data-driven approaches
such as neural networks, are very accurate and do not re
M. Lahariya, F. Karami, C. Develder: Preprint submitted to Elsevier Page 3 of 15
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dge/availability of the mathematical equations
al parameters of the process to be controlled
. However, using nonlinear data-driven models

optimization problems either implies the use
ar iterative solution methods (which are often
nally expensive) or heuristic search (that do not
igh-quality solutions [23]).

rcome the aforementioned computational issues,
er, we first use a neural network to accurately
(energy-flexible) industrial process and then,
exact linear transformation, we encode such a
ork in a number of linear constraints, formulat-

oblem of bidding flexibility in the joint energy
e market as Mixed-Integer Linear Programming
this way, the resulting optimization problem can
efficiently using standard mathematical solvers
urobi, Cplex, etc. Finally, we further reduce the

of the initial formulation using various tech-
luding ReLU pruning for weight matrix sparsi-
d interval arithmetic [46].
se study, to demonstrate the applicability of the
pproach, we focus on evaporative cooling towers
art of the chemical process industry and one of
energy demand drivers in the industrial sector
ticular, we simulated an ECT participating in

nergy and reserve Belgian market for 24 hours.
imulated data for the ECT process variables and
or the weather and the electricity market prices.
alyze the performances for two case studies in
exibility of the ECT is augmented by coupling it

ical storage and then evaluate the computational

ted work
portion of the recent literature in the context of
bidding strategies for industrial settings focus on
lectrical energy storage.
the fact that electrical energy storage is difficult

accurately due to a number of factors includ-
ainty parameters, state-of-charge estimation and
ce decay, most of the recent approaches assume
age as either linear or simplified nonlinear models
tainty parameters and propose bidding strategies
us linear optimization techniques [15].
other side, another portion of literature, instead
ing electrical storage as the only flexible asset of
al process, focuses on considering the industrial
elf (or some of its components) as a source of
ibility. Such a distinction adds to the problem a
ree of complexity due to the process modeling
pact from assuming flexible operations on the

riables.
regard, different approaches have been proposed
ial evaporative cooling tower (ECT) management
ming to improve energy efficiency and reduce
issions [35]. ECT system is a (energy-intensive)
lity process, where thermal inertia is linked to the

core process, which allows it to be controlled in a fl
manner.

In general, for ECT systems, two types of appro
are found in the literature. The first type of method
simulation-based models for the assessment and p
tion of key performance indicators such as costs, e
and water demand. They are addressed in particular
with mathematical optimization methods [12] or sce
based simulation [32, 41]. Such methodologies use com
mathematical models or simulators to describe the ph
process for the ECT system and its components. A
ond type of techniques are mainly operational metho
specific activities (e.g. monitoring of water tempera
quality, reduction of down-times by optimizing mainte
activities, etc.) based on short-time forecasts and blac
approaches to model the ECT systems [20, 28, 43, 45]

However, none of the above methods are develop
exploit the energy flexibility of the ECT industrial pr
into the electricity market. Consequently, the propose
timization strategies do not consider the market mech
and their operational constraints or other random var
such as market prices, reserve activation calls, etc.

In this regard, several studies have proposed diff
strategies to exploit industrial process energy flexibilit
the electricity market. The authors in [34] propose a s
getic approach of data-driven and scenario-based simu
to evaluate different demand-side strategies to impro
overall energy efficiency, while the work in [16] report
study for Denmark’s electricity market, where various
management strategies have been applied in order to
energy flexibility in different markets (e.g.: day-ahea
serve provision etc.). However, such aforementioned s
gies were predefined and not optimally planned th
optimization techniques.

Conversely, optimization-based approaches can be
in [3] where a mixed-integer programming model i
posed for a hybrid flow shop schedule with preventive
tenance actions, to minimize energy cost for an ente
under the time-of-use tariff scheme. Moreover, the
in [5] proposes a data-driven method to integrate e
flexibility in production planning, while in [47] the flex
of a cryogenic energy storage is exploited in order to pe
load shifting. Both methods aim to reduce the plant ru
cost by storing purchased energy and selling it back
market during higher-price periods and creating addi
revenue by providing operating reserve capacity.

On the same line, the works in [8, 10, 38, 48, 4
for aluminum smelters and steel plants, which analy
opportunity to participate in the day-ahead energy a
serve market to reduce the overall production costs. All
approaches are based both on the use of simulation mod
the process to investigate the opportunity to participate
energy market [8, 10, 38], and on proper bidding stra
through MILP formulation and the use of approximate
models of the process [48, 49, 50].
M. Lahariya, F. Karami, C. Develder: Preprint submitted to Elsevier Page 4 of 15
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gh the aforementioned methods can be considered
strategies, they are aimed at participating in indi-
kets, while, as mentioned in the §1.1, an efficient
ximize the market profits is to develop bidding
or simultaneous participation in multiple markets.
line of research, the authors in [19] developed a

ategy for the joint day-ahead and reserve market
and paper mill, based on a two-stage stochastic
ing approach. Nonetheless, they use a linear sim-
el to represent the pulp/paper mill plants, due to

a more accurate mathematical model and process-
parameters.
arch gaps and main contributions
body of literature surveyed, we found two main
ps:
rst gap is that the reported bidding strategies are
ed to participation in single markets, while there
lack of methods that explore the opportunity to
cipate in multiple markets (e.g. day-ahead, re-
e market, etc.) at the same time (co-optimization);

athematical models used to describe the process
controlled and used in the bidding strategies are
ly approximate analytical models or simulators.
ever, such models assume the knowledge of pro-
parameters that are hardly available in practice
5]. Conversely, a little has been done in the field
ture to propose optimal bidding methods that

e use of data-driven approaches to describe the
ess model.

ing point 1, one of the main contributions of this
propose an innovative data-driven optimization
to support the valorization of the energy flex-
n industrial cooling tower system in the joint
reserve market. This is particularly complex, as

ary to consider, simultaneously, different market
s, which in turn lead to different operational
deriving from market-specific implementation

ifferent forms of uncertainties. As such, we have
the uncertainty of process load (i.e., the thermal
uired to run the specific industrial operations),
ces, reserve activation requests from the Trans-
stem Operator (TSO) and other contextual ex-
riables (i.e.: outdoor temperature, humidity and

ic pressure) which are incorporated using a set of
enerated from available day-ahead forecasts.
egarding the point 2, in this paper we use black-
ds (i.e. deep neural networks) to model the non-
strial cooling tower process, and use this model
mal bidding strategy through a Mixed-Integer
gramming (MILP) formulation. This is not a
ard task, as using nonlinear black-box models

ation problems implies the use of Local Search,

not guarantee high quality solutions. For this reason, w
develop a neural network to model the ECT process
realistic data and then, through an exact transformati
convert it into a set of linear constraints with binary
ables, encoding a deep (nonlinear) neural network tran
model into a MILP model. In this way, we accurate
proximate cost-optimal solutions of the original non-
optimization problem that can be solved through a sta
mathematical solver (e.g., Gurobi, CPLEX, etc.).

In summary, the main contributions of this paper a
• A data-driven stochastic optimization model t

dress the participation of power-intensive indu
processes in the energy and reserve markets;

• A mixed-integer linear formulation of the or
black-box optimization problem, using a neura
work to model the energy-intensive process. S
formulation guarantees cost-optimal solutions a
computational tractability of the problem.

Moreover, we remark that the proposed approac
be generalized to other industrial demand-side applic
where a computationally tractable mathematical mo
the process involved is not available, while it is possi
describe such a system dynamic using a neural-netwo
a sufficiently accurate manner.

The remainder of this paper is organized as fo
Section 2 discusses the proposed methodology in d
numerical experiments are described in the Section
results are reported in the Section 4. Finally the conclu
are summarized in the Section 5.

2. Proposed methodology
2.1. Demand-side flexibility in the electricity

market
In the energy sector, DSF refers to the possibil

adjusting the electrical consumption or the electrical pr
tion of an installation or process in response to an ex
signal, as for instance a price signal, an activation
from the grid operator for dispatching balancing res
etc. Therefore, DSF can be implemented and exploi
different ways depending on the type of electricity m
and grid service in which it is delivered.

As mentioned in §1.3, this paper focus on two ty
markets: the energy and the tertiary reserve market.

In the energy market, DSF means taking adva
of price fluctuations on the energy exchanges. This a
shifting energy consumption to moments with lower p
and energy production (or injection of energy surpl
moments with higher prices. On the other hand, i
reserve market, DSF is delivered by either loweri
increasing the power consumption (denoted as upwar
downward reserve activation respectively) up to a sp
(pre-contracted) amount to balancing the power grid fo
ing a signal sent by the grid operator which then com
stics, or Genetic Algorithms [23], which often do sates providers for the provision of these balancing services.

M. Lahariya, F. Karami, C. Develder: Preprint submitted to Elsevier Page 5 of 15
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g flexibility in the aforementioned markets means
bids that consist of both energy quantities (in
market) and upward/downward power capacity

(in the reserve market) which are remunerated
market prices to the flexibility provider. In both
e bids are the result of optimal strategies which
he offered quantities taking into account market
ates and operational/technological constraints of
rs.
mptions on Market Structure
dustrial facility participates in the DA energy
h bids to buy and sell energy. Furthermore, it sells
erve in the tertiary reserve market (in both upward
ard directions). The tertiary (or non-spinning)

a service manually activated by the transmission
rator (TSO) to handle forecast errors and/or to
secondary reserve. The DA energy market is a

ed auction, where market agents may present sell
urly bids that cover the 24 hours of the next day
d at a marginal price.
ard and upward tertiary reserve bids are pre-
he TSO until a specific hour (may be different
try to country) of the day prior to the operating
ey can be updated during the operating day. The
s comprise a quantity (MW) and an hourly price
) and they are dispatched by an economic merit
al-time. The downward and upward reserves are
d by the respective marginal prices. There are
le market-clearing schemes. A sequential market
rgy is traded first and reserves are contracted
typically European). A joint market where energy
es are jointly dispatched (typically American).
ch described in this paper can be applied to both
emes. In particular, in this paper, we refer to the
lectricity market, where the most simple form of
onsists of 24 offers of 1-hour block each.
participants are assumed as price-takers, as the
volume of energy by each individual participant

arge as to influence the market price. Each par-
s access to time series of past market prices and
quantities of energy and capacity reserves which
se to analyze and predict the next day’s market
following section, the proposed approach for si-
s participation in the energy and tertiary reserve
a DSF provider with an industrial evaporative
er process is detailed.
ing Optimization Strategies for the ECT
ility valorization in electricity markets
section, two mathematical models to bid ECT
n the joint energy and reserve market are formu-
olved.
st model considers the ECT system as the only
et, while the second one combines the ECT with
xible asset, i.e. an electrical storage system.

For sake of clarity, we name the first approach as co
tower flexibility strategy (in short C-Flex), and the s
one as cooling tower with storage flexibility strategy in
CWS-Flex.
2.3.1. C-Flex mathematical model

The objective function along with the constrain
given below:

max

expected profit (energy m.)
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞∑
𝑡
𝑝D
𝑡 (𝜆̂𝑡 − C𝑡) Δ𝑡 +

expected profit (reserve m.)
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞∑
𝑡

[
𝑐UP
𝑡 𝜆̂u

𝑡 + 𝑐DW
𝑡 𝜆̂d

𝑡

expected profit from reserve activation
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

+ 1
𝐾

∑
𝑘,𝑡

[
𝑝au
𝑘,𝑡( ̂𝜆au

𝑡 − C𝑡) + 𝑝ad
𝑘,𝑡(

̂𝜆ad
𝑡 − C𝑡)

]

expected penalty
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

− 1
𝐾

∑
𝑘,𝑡

[
𝑝s+
𝑘,𝑡 𝜆

+
𝑡 + 𝑝s−

𝑘,𝑡 𝜆
−
𝑡

]

s.t.:

𝑝au
𝑘,𝑡 = 𝑐UP

𝑡 𝑈̂ call
𝑘,𝑡

𝑝ad
𝑘,𝑡 = 𝑐DW

𝑡 𝐷̂call
𝑘,𝑡

𝑃 𝑡 ≤ 𝑝𝑘,𝑡 ≤ 𝑃 𝑡

𝑇 b
𝑘,𝑡+1 = 𝑛(𝑇 b

𝑘,𝑡, 𝑄̂
p
𝑘,𝑡, 𝑄̂

b
𝑘,𝑡𝑇̂

out
𝑘,𝑡 , 𝐻̂𝑘,𝑡, 𝐴̂𝑘,𝑡, 𝑝𝑘,𝑡)

𝑇 𝑡 ≤ 𝑇 𝑏
𝑘,𝑡 ≤ 𝑇 𝑡

𝑇 init ≤ 𝑇 b
𝑘,𝑡 ≤ 𝑇 init

𝑇 end ≤ 𝑇 b
𝑘,𝑡 ≤ 𝑇 end

𝑝𝑘,𝑡 = 𝑝D
𝑡 + 𝑝ad

𝑘,𝑡 − 𝑝au
𝑘,𝑡 + 𝑝s+

𝑘,𝑡 − 𝑝s−
𝑘,𝑡

(𝑝s+
𝑘,𝑡, 𝑝

s−
𝑘,𝑡) ≥ 0

(𝑐UP
𝑡 , 𝑐DW

𝑡 ) ≥ 0

The objective function (1) has four main terms. Th
term in line 1 (left side) describes the expected profits g
from the energy market, expressed as the offered e
quantities 𝑝𝐷𝑡 at the predicted market prices 𝜆̂𝑡. The qu
𝐶𝑡 denotes a generic fixed operational cost for the flex
provider. On the other hand, the second term in l
(right side) represents the expected profit from the re
market formulated as the product of the offered ca
reservations 𝑐𝑈𝑃

𝑡 (upward) and 𝑐𝐷𝑊
𝑡 (downward), mult

the estimated remuneration prices 𝜆̂𝑢𝑡 and 𝜆̂𝑑𝑡 , respectiv
The third term (line 2) represents the expected

from the upward and downward reserve activation c
the operating stage. This is expressed as the average

of the upward (𝑝𝑎𝑢𝑘,𝑡) and downward (𝑝𝑎𝑑𝑘,𝑡) capacity activation
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the corresponding estimated remuneration prices
𝑑 , over the total number of scenarios 𝐾 .
, the last term (line 3) reports the expected penalty
case there is any surplus or deficit of power with

the quantity committed in the DA market (both
reserve), over the total number of scenarios 𝐾 .

ar, 𝑝𝑠+𝑘,𝑡 (𝑝𝑠−𝑘,𝑡) denotes the surplus (shortfall) of
plied during the operational stage following an
call, in relation to the amounts contracted in the
line 1). Such deviations (surplus or deficit) will be
ccording to the estimated penalty prices 𝜆̂+𝑡 and

tively.
certainty of calling the capacity of reserve market
SO is modeled by implementing a budget of
for the maximum number of reserve calls for

rio. In particular, in this formulation, two uncer-
ets are introduced, i.e., ΩU

𝑘 and ΩD
𝑘 , indicating

um number of intervals that up and down reserves
rom the TSO, respectively. For example, if we set
e are assuming that a maximum of 4 timesteps

ve calls occur from the TSO for scenario 𝑘 with
.
xiliary parameters 𝑈̂ call

𝑘,𝑡 and 𝐷̂call
𝑘,𝑡 with their re-

ripts define the estimated time intervals that the
alled for up and down reserve respectively, hold-
tion ∑

𝑡 𝑈̂
call
𝑘,𝑡 = ΩU

𝑘 (∑𝑡 𝐷̂
call
𝑘,𝑡 = ΩD

𝑘 ), where Ω𝑈
𝑘e total number of reserve activation calls for the

. Hence, if 𝑈̂ call
2,3 = 1, this mean that at timestep 2

ario 3, the upward reserve must be deployed.
aints (2-3) determine the power for upward and
activation respectively taking into account the
̂ call
𝑘,𝑡 and 𝐷̂call

𝑘,𝑡 . In particular, they state that these
uantities are always equal to the full committed
P or 𝑐DW

𝑡 . Notice that it must hold 𝑈̂ c
𝑘,𝑡+𝐷̂c

𝑘,𝑡 ≤ 1
= 1… 𝑇 and 𝑘 = 1…𝐾 . This implies that an
d a downward activation call cannot occur at the
step.
aint (9) defines the controlled power input as a
n of three elements: (i) the power requested in the
𝑝D
𝑡 , (ii) the power from the downward or upward

𝑝ad
𝑘,𝑡 or 𝑝au

𝑘,𝑡, respectively, and (iii) an additional
or 𝑝s−

𝑘,𝑡. Such an additional power component
respectively, a surplus or a deficit in electri-
with which to scale the quantity 𝑝𝑘,𝑡 whether
for the purpose of complying with other tech-
onstraints. These constraints are the maximum
um controlling power (4), the boundaries of the
erature (6) and its initial and final conditions (7)
spectively. Then, constraints (10) and (11) state,
y, that the surplus/deficit power components and
/downward capacity reservations must be non-
antities.

, the eq. (5) represents the mathematical model of
stem which describes the temporal evolution of
asin temperature 𝑇 𝑏

𝑘,𝑡+1.

This is a nonlinear model represented through a n
network. In particular, at each time step 𝑡 and for
scenario 𝑘, this model receives as input the estimati
the outdoor temperature 𝑇̂ out

𝑘,𝑡 , the humidity 𝐻̂𝑘,𝑡 an
atmospheric pressure 𝐴̂𝑘,𝑡, along with the estimated
load for the production process 𝑄̂𝑘,𝑡. The other inpu
the water basin temperature 𝑇 𝑏

𝑘,𝑡 and the control variab
(i.e. electrical power of the cooling fans).
2.3.2. CWS-Flex mathematical model

This mathematical model differs from the previou
by adding additional constraints that take into accou
combined use of the ECT system with an electrical st
Hence, the objective function remains the relation (1),
the related constraints are reported below:

eqs.(2) − (8)

𝑝D
𝑡 = 𝑝F

𝑡 + 𝑝BC
𝑡 − 𝑝BD

𝑡

𝑝𝑘,𝑡 = 𝑝F
𝑡 + 𝑝ad

𝑘,𝑡 − 𝑝au
𝑘,𝑡 + 𝑝dh

𝑘,𝑡 − 𝑝ch
𝑘,𝑡 + 𝑝s+

𝑘,𝑡 − 𝑝s-
𝑘,𝑡

𝐸𝑘,𝑡+1 = 𝜌𝐸𝑘,𝑡+
[
𝜂c (𝑝ch

𝑘,𝑡+𝑝
BC
𝑡 ) −𝜂d (𝑝dh

𝑘,𝑡+𝑝
BD
𝑡 )

]
Δ𝑡

𝑃 E ≤ (𝑝ch
𝑘,𝑡 + 𝑝BC

𝑡 ) ≤ 𝑃
E

𝑃 E ≤ (𝑝dh
𝑘,𝑡 + 𝑝BD

𝑡 ) ≤ 𝑃
E

𝐸 ≤ 𝐸𝑘,𝑡 ≤ 𝐸

𝐸init ≤ 𝐸𝑘,𝑡 ≤ 𝐸init
𝐸end ≤ 𝐸𝑘,𝑡 ≤ 𝐸end
(𝑝s+

𝑘,𝑡, 𝑝
s-
𝑘,𝑡, 𝑝

ch
𝑘,𝑡, 𝑝

dh
𝑘,𝑡) ≥ 0

(𝑐UP
𝑡 , 𝑐DW

𝑡 , 𝑝BC
𝑡 , 𝑝BD

𝑡 ) ≥ 0

where the set of constraints (2)-(8) are identical to the
constraints in the section 2.3.1.

The condition (12) states that the electrical power
the DAM is the sum of the planned electrical power f
cooling fan 𝑝F

𝑡 and either the planned charging or discha
power (i.e., 𝑝BC

𝑡 or 𝑝BD
𝑡 ) for the electrical storage.

planned quantities are scenario independent and they
cern the electrical powers accounted for the DAM offe

Equation (13) defines the electrical power fan 𝑝𝑘,𝑡 f
scenario 𝑘 as the sum of the planned power for the co
fan 𝑝F

𝑡 , plus other scenario-dependent quantities su
the power from either the downward or upward activ
(i.e., 𝑝ad

𝑘,𝑡 or 𝑝au
𝑘,𝑡, respectively); the power to compe

either a surplus (𝑝s+
𝑘,𝑡) or a deficit (𝑝s−

𝑘,𝑡) in the total elec
load to satisfy any other system constraints and, final
power to either charge (𝑝ch

𝑘,𝑡) or discharge (𝑝dh
𝑘,𝑡) the elec

storage. Equation (14) tracks the evolution of the sta
charge for the battery system, while constraints (15
define the minimum and maximum charging and discha
battery power. Then, (17) defines the battery capacity,
constraints (18-19) set the related initial and final cond
for the state-of-charge. Finally, (20) and (21) define the

negative variables in the model.
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P encoding using neural network
section we explain the procedure we used to

e the neural networks in (5) as linear constraints
to convert both optimization problems reported

.1 and §2.3.2 to an equivalent MILP.
e describe the fundamental approach to reformu-
then we describe additional methods to reduce the
of the fitted neural network in order to improve

ormance.
ormulation of ReLU as linear constraints
e the number of neurons, 𝑙 the number of layers
number of inputs for that layer. Moreover, let

oting the 𝑚-th input at the neuron 𝑛 of the layer 𝑙.
ural network, the inputs for each layer are first

as:

= 𝑎𝑛,0 +
∑
𝑚

𝑎𝑙−1𝑛,𝑚 𝑥𝑙−1𝑘,𝑡,𝑛,𝑚 (22)

are the coefficients of the weight matrix (𝑛, 𝑚+1)
r 𝑙.
tput of the linear combination (22) becomes the
e chosen activation function. In this approach,
se ReLU activation function, the final output of
𝑛 at the layer 𝑙 is:

= max(0, 𝑦𝑙𝑘,𝑡,𝑛) (23)

n (22) represents a linear relation between the
outputs for each layer 𝑙, therefore it can be

side the optimization models in the § 2.3.1 and
hout any problems as linear equality constraint.
sely, (23) is a non-linearity that needs to be refor-
sing the following set of constraints:

≥ 𝑦𝑙𝑘,𝑡,𝑛 (24)
≤ 𝐿max 𝛼𝑘,𝑡,𝑛 (25)
≥ 0 (26)
≤ 𝑦𝑙𝑘,𝑡,𝑛 − 𝐿min (1 − 𝛼𝑘,𝑡,𝑛) (27)
∈ {0, 1} (28)

the value for the parameters 𝐿max and 𝐿min need
en large enough to guarantee the respect of the
ation function (23). Such a method is described
section.
oduce one binary variable for each neuron in the

neuron is 𝑦𝑙 ≤ 0, then the corresponding binary va
is 0 and (25) and (26) constrain the neuron output 𝑦
Conversely, if the input to the neuron is 𝑦𝑙 ≥ 0, the
binary variable is 1 and (24) and (27) constrain the n
output 𝑦 to the input 𝑦𝑙.

Once we have defined the neural network using (22
(24) - (28), we replace those conditions in (5), obtain
MILP formulation for the optimization models in § 2.3
§ 2.3.2.
2.4.2. Weights matrix sparsification

As aforementioned in the § 2.4.1, the minimum
maximum bounds on each neuron output 𝐿min and
have to be chosen large enough to bind the conditions
(28), but also as small as possible to facilitate tight b
and hence improve the computational efficiency of the
solver.

For this reason, we compute these bounds using in
arithmetic (IA) [30]. In IA, the bounds on each n
are determined solely by considering the bounds o
variables in the previous layer.

Moreover, we adapt the idea of ReLU pruning [46]
context, to prune away ReLU functions that are not nece
and hence reduce the total number of binary variabl
particular, first we calculate the bounds 𝐿min

𝑛 and
for each neuron using IA. Then, we select, for each
(𝐿min

𝑛 ,𝐿max
𝑛 ) associated with neuron 𝑛, those that hav

limits (𝐿min
𝑛 ,𝐿max

𝑛 ) both positive or both not positiv≤ 0). In the first case, this means that such ReLU w
always active. That is, according with (23), it hold
𝑦𝑘,𝑡,𝑛 = 𝑦𝑙𝑘,𝑡,𝑛 for any input 𝑦𝑙𝑘,𝑡,𝑛. Conversely, in the s
case, the ReLU will be always inactive, i.e. 𝑦𝑘,𝑡,𝑛 =
any input 𝑦𝑙𝑘,𝑡,𝑛. Finally, if a ReLU is always active,
be replaced with an identity function, while in the
case with a null function. In both cases, we reduce the
number of ReLU activation functions and therefore the
to introduce a binary variable as described in (24)-(28

3. Experimental details
3.1. Simulation Setup

As a test case, we considered an ECT owner wh
ticipates in the energy and tertiary reserve market d
2017. To simulate realistic data, we use the white-box m
outlined in previous literature [22]. This thermodyn
based white-box model of the cooling tower system i
resented by a system of first-order differential equation
are based on the laws of heat transfer and mass conserv
This model is presented in (29) where 𝑇 𝑏

𝑘,𝑡 denotes the
temperature. This model is defined using 𝑄𝑝

𝑘,𝑡 the pr
heat [𝑊 ],𝑄𝑡

𝑘,𝑡 the cooling capacity [𝑊 ], 𝑐𝑤 the specifi
capacity of water [𝑘𝐽∕𝑘𝑔⋅𝐾], 𝑉𝑤 the water volume [𝑚
𝜌𝑤 the water density [𝑘𝑔∕𝑚3].

𝜕𝑇 𝑏
𝑘,𝑡

𝜕𝑡
=

𝑄𝑝
𝑘,𝑡 −𝑄𝑡

𝑘,𝑡

𝑐𝑤 ⋅ 𝑉𝑤 ⋅ 𝜌𝑤
ers of the neural network. In case the input to the
M. Lahariya, F. Karami, C. Develder: Preprint submitted to Elsevier Page 8 of 15
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= 𝑚̇𝑤 ⋅ 𝑐𝑤 ⋅ (𝑇 𝑝
𝑘,𝑡 − 𝑇 𝑏

𝑘,𝑡) (30)

= 𝑚̇𝑎 ⋅ (𝐻
𝑎,𝑒
𝑘,𝑡 −𝐻𝑎,𝑙

𝑘,𝑡 ) (31)
ss heat (𝑄𝑝

𝑘,𝑡) is expressed as in (30) where 𝑚̇𝑎

e mass flow of water [Kg/s]. 𝑇 𝑝
𝑘,𝑡 and 𝑇 𝑏

𝑘,𝑡 are
s water temperature [𝐾] and the water basin
e [𝐾], respectively. Note that the 𝑚̇𝑎 is based on
al industry, each with a different mass flow of
water. The process heat (𝑄𝑡

𝑘,𝑡) is expressed as in
the mass flow of air [𝐾𝑔∕𝑠],𝐻𝑎,𝑒

𝑘,𝑡 and𝐻𝑎,𝑙
𝑘,𝑡 are the

d leaving air enthalpy [𝑘𝐽∕𝑘𝑔 ⋅𝐾], respectively.
can be calculated using humidity rates and tem-
0]. The entering air enthalpy is dependent on the
e of the ambient air, and the leaving air enthalpy is
on the leaving air temperature. The mass flow rate
nds on the power that is supplied to the fans and
d in (32). This will affect the basin temperature.

√√√√√√√
2 ⋅ 𝑃𝑓 ⋅ 𝜌𝑎 ⋅ 𝐴2

𝑓𝑟 ⋅ 𝜂𝑓𝑎𝑛 ⋅ 𝜂𝑚𝑜𝑡𝑜𝑟

6.5 +𝐾𝑒𝑙 + 2 ⋅
𝐴2
𝑓𝑟

𝐴2
𝑓𝑎𝑛

(32)

is the electric fan power [𝑊 ], 𝐴𝑓𝑟 is the tower
a [𝑚2], 𝐴𝑓𝑎𝑛 is the fan area [𝑚2], 𝜂𝑓𝑎𝑛 is the fan
%, 𝜂𝑚𝑜𝑡𝑜𝑟 is the motor efficiency % and 𝐾𝑒𝑙 is the
coefficient and if it is unknown, it is set equal to
density is represented by 𝜌𝑎 and is calculated for

of dry air and water evaporation.
estimate the basin temperate, 𝑇 𝑏

𝑘,𝑡, based on the
, process heat, and environmental data. For the
cess, data is simulated for each minute from Jan

o 31𝑠𝑡 Dec 2017, i.e. 60 minutes × 24 hours ×
525, 600 observations. Thus, the duration of each
1 minute and we create 1, 440 time slots for each
ours. Each day starts from midnight (00:00) and
urs later (23:59) and we represent each timeslot
al value ∈ [0.00, 24.00) (for example, a time slot
lue equal to 1.5 means 01:30 AM). A timeslot of
chosen because: (i) it provides sufficient training

ared to larger timeslots (e.g. 15 min), and (ii)
ng dependencies of the dynamic system are better
mpared to smaller time slots (e.g. 1s).
ulate data, we select the power supplied to the
cified time intervals, representing the final value
t the end of this interval. This power value is
domly from a uniform distribution in the range
Fan power is linearly increased from the initial
e start of this selected interval) to the final value
of the selected interval). For every interval, pro-

with a mean of 30 W and a standard deviation of
Gaussian noise is added to the simulated 𝑇 𝑏

𝑘,𝑡 to get re
training data for neural networks. Weather data (am
temperature, pressure, and humidity) is collected for
and used for calculating 𝑄𝑡

𝑘,𝑡 [2].
The python package ‘simpy’ is used for simulation

temperature range is assumed to be 9◦𝐶 . The opera
limits of 𝑇 𝑏

𝑘,𝑡 are assumed to be from 𝑇 𝑡
𝑘,𝑡 = 9◦𝐶 to 𝑇

36◦C, and the average efficiency is set to 1∕𝜂 = 0.6. A
of 5 datasets were simulated using the same weather da
2017, thus resulting in data of 5 years.

3.2. Simulation design
The numerical simulations reported in this sectio

to show the applicability of the proposed models C-Fle
CWS-Flex described in the § 2.3.1 and § 2.3.2 respec
by analyzing the related results in terms of expected
its. generation of bids and computational aspects. Fo
reason, a realistic experimental setting is investigated.

Simulations were carried out gradually increasin
number of scenarios considered, from 10 up to a max
of 50. Then, the maximum number of scenarios were
50 since this was a trade-off between computation tim
negligible fluctuation in the quality of the solutions.

In order to fit the ECT model with a neural netwo
split the dataset in 90% training and 10% test set and
a neural network with 3 hidden layers with 30, 50 a
neurons respectively. We used ReLU activation fun
and applied interval arithmetic and ReLU pruning m
as reported in § 2.4.2 to reduce the overall complexity
resulting MILP formulation.

Finally, we obtain a trained neural network with
dictive accuracy of 99.5% on the test dataset, showing
generalization capability of the neural network.

We have considered the participant bidding simu
ously in the energy and the reserve market for three diff
days, i.e. February 15th, June 15th and October 15th
2017. We used the energy and reserve market prices fo
days from the Belgian System Operator website [14].

Real datasets, for weather conditions and ECT-th
load, were collected within the INDUFLEX/MOONS
project [25] and used to produce predictions.

In particular, we generated 50 different scenario pr
for the weather conditions and ECT-thermal load usin
Gaussian Copula method [27]. For each of the afore
tioned variables, we built a predictor using historical
Then, the forecasts from such a predictors were used
planatory variables for a quantile regression. We consi
each scenario having the same probability of occur
The details of the scenario generation procedure are rep
in appendix to this paper.

In this regard, we point out that probabilistic sce
generation is a vast research topic and finding ac
scenario generation methodologies is out of the scope o
work.
randomly sampled from a Gaussian distribution
M. Lahariya, F. Karami, C. Develder: Preprint submitted to Elsevier Page 9 of 15



Journal Pre-proof

A Data-Driven Optimization Framework for Industrial Demand-Side Flexibility

To det
activation
50 generate
of activati
sequences
into accoun

We hav
per day). T
activation
[13].

In each
is randoml
interval is
temperatur

We ass
kWh and t
𝐸end = 0.2

Finally
both set at

We use
libraries to

The co
dard Dell L
ating syste
of RAM.

The M

4. Resul
Figure

(i.e. 3 diff
day-ahead
model whi
and the mo

In each
C-flex and
the latter g
a negative
injects ene
in the time
behavior is
and 1c. As
expected c
ECT proce
flex model
market typ
model is u
convenient
it to feed t
the electric

On the
the case s
reservation
respectivel

Similar
in the reser
capacity re

5th of
ctober
tively.

et for
tween
th in
erent

C. Manna,
Jo
ur

na
l P

re
-p

ro
of

ermine the upward and downward sequence of
calls 𝑈̂ call

𝑘,𝑡 and 𝐷̂call
𝑘,𝑡 respectively, for each of the

d scenario we first have set the maximum number
ons ΩU

𝑘 and ΩD
𝑘 . Then, for each scenario, the

𝑈̂ call
𝑘,𝑡 and 𝐷̂call

𝑘,𝑡 were generated randomly, keeping
t such a maximum number of activations.
e set both ΩU

𝑘 and ΩD
𝑘 to 4 per day (i.e. 1 hours

his choice was inspired by a standard reserve
scheme adopted by the Belgian System Operator

scenario, the starting water basin temperature
y chosen in the interval [10°C, 20°𝐶]. The same
considered for the minimum and maximum final
e 𝑇 end and 𝑇 end.
umed the maximum battery capacity 𝐸 = 200
he minimum 𝐸 = 0 kWh. Also, we set 𝐸init =
𝐸 and 𝐸init = 𝐸end = 0.8𝐸 for every scenario.
, the efficiency charging 𝜂𝑐 and discharging 𝜂𝑑 are
0.97 while we assumed the loss factor 𝜌 = 0.99.
d python programming language and PyTorch
perform the training of the neural network.

mputational experiments were executed on a stan-
aptop, with Windows 10 Enterprise 64-bit oper-

m, an Intel(R) core(TM) 𝑖5 processors and 8GB
ILP formulation is solved using Gurobi 9.5.

ts
1 show, for each of the 3 case studies analyzed

erent days of the year), the energy offers in the
market provided by the two proposed models: the
ch includes the energy storage (i.e.: CWS-Flex)
del without energy storage (i.e.: C-Flex).
of these case studies, the difference between the

CWS-flex models mainly consists in the fact that
enerally tends to purchase energy (therefore with
profit) when the market price is lower, while it

rgy into the power network (with a positive profit)
s of the day when the energy cost is higher. This
evident in all cases showed in the figures 1a, 1b
a result of the reported case studies, the daily

ost for purchasing the energy necessary to run the
ss is higher in the C-Flex model than in the CWS-
as shown in table 1 (i.e. in the first column: energy
e). This is because the battery included in such a
sed to store energy when it is economically more
to buy from the electricity market, and then use

he ECT process while injecting any surplus into
ity grid, reducing the daily net energy cost.
other hand, figures 2 and 3 show, in each of

tudies, the upward and the downward capacity
s for the C-Flex and for the CWS-Flex model
y.
ly to what resulting from the energy market, also
ve market, the CWS-Flex model produces higher

(a)

(b)

(c)
Figure 1: Energy offers and energy prices for (a) the 1
February, (b) the 15th of June and (c) the 15th of O
2017 for both C-Flex and CWS-Flex model cases respec

the C-Flex model in both upward and downward mark
all the reported cases.

Particularly, the table 1 shows a comparison be
the expected profit of the two proposed models bo
the upward and in the downward market for the diff
simulated days of the year.
servation quantities than the ones resulting from
M. Lahariya, F. Karami, C. Develder: Preprint submitted to Elsevier Page 10 of 15
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(a)

(b)

(c)
Upward and downward capacity reservations and
a) the 15th of February, (b) the 15th of June and
h of October 2017 for the C-Flex case.

ing to the table 1, considering the expected profit
ombined participation in the downward and up-
ets, the use of an electrical storage in the CWS-
l results in increasing the expected profit by a
ing from a minimum of 0.86 to a maximum of
ed to the C-flex model without electrical storage.
icular, the battery allows part of its capacity to
d in the event of an activation request from the

(a)

(b)

(c)
Figure 3: Upward and downward capacity reservation
prices for (a) the 15th of February, (b) the 15th of Jun
(c) the 15th of October 2017 for the CWS-Flex case.

grid operator, and therefore the available reserve ca
can generally be greater than what is available in the C
case. In fact, the latter (without an electrical storage
only decrease (downward) or increase (upward) its abs
power within the limit allowed by the operational const
of the CT process described in the 2.3.1, while the CWS
model can store/inject an excess/reduction of power fr
M. Lahariya, F. Karami, C. Develder: Preprint submitted to Elsevier Page 11 of 15
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𝑡 powers for the
arging and discharging cycle are reported with black
while the charging and discharging powers 𝑝ch

𝑘,𝑡/𝑝
dh
𝑘,𝑡

orted scenario 𝑘 are denoted with the continuous
d magenta line reports the energy battery 𝐸𝑘,𝑡.
the two charging/discharging cycles (i.e.: scenario

e) are exactly the same except at 17 ∶ 00pm when
an additional discharging contribution from 𝑝 dh

𝑘,𝑡 of
to compensate the upward activation call 𝑝au

𝑘,𝑡 .

er grid using the battery. This concept is showed
ve example in the following paragraph.
ct of the electrical storage on the

city reservation
4-6 show the electrical variables for the CWS-

l (i.e. 𝑝𝑘,𝑡, 𝐸𝑘,𝑡, 𝑝s+
𝑘,𝑗 and 𝑝au

𝑘,𝑡) and for the C-Flex
. 𝑝𝑘,𝑡, 𝑝s+

𝑘,𝑗 and 𝑝au
𝑘,𝑡) respectively, in one typical

ring the day of 15th of February.
s scenario, the upward reservation capacity is
kW in both cases. However, in the CWS-Flex
4), the upward activation call 𝑝au

𝑘,𝑡 (which requires
e total power absorbed from the grid of the same
partially balanced by the discharging power 𝑝𝑑ℎ𝑘,𝑡ount of nearly 20kW) as shown in the figure 5.
the upward activation call is covered by reducing
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Figure 7: Water basin temperature profiles for C-Fle
CWS-Flex models. The temperature profiles shown corre
to the scenario considered through the figures 4 - 6.

the fan power 𝑝𝑘,𝑡 and by the compensation power 𝑝s+
𝑘,𝑗value lower than 20kW (fig. 4).

Conversely, in the C-Flex model (fig. 6), the u
activation call 𝑝au

𝑘,𝑡 is balanced almost entirely by the
pensation power 𝑝s+

𝑘,𝑗 and only partially by reducing th
power 𝑝𝑘,𝑡.Since the compensation power is greater in the C
model case than in the CWS-Flex case, this determin
increase of the penalty terms in the eq. 1 which low
profit expectation for the C-Flex model case compared
CWS-Flex case.
4.2. Computational aspects

Computational aspects are shown in Table 2, in
model statistics are organized by different number o
scenarios used for the proposed MILP models.

In such a table we also report the number of b
variables without applying the weight matrix spar
tion (i.e.: second row of the table 2) and the final nu
of binary variables for a reduced problem after usin
methodologies detailed in the § 2.4.2 (i.e.: third row
table 2).
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market type energy [e ] upward res. [e ] down. res. [e ] TOTAL [e ]
C CWS C CWS C CWS C CWS

15th February −37.01 −36.48 26.55 47.19 2.35 18.21 −𝟖.𝟏𝟐 𝟐𝟖.𝟗𝟐
15th June −22.05 −14.18 29.18 53.39 0.61 2.13 𝟕.𝟕𝟑 𝟒𝟏.𝟑𝟒
15th October −24.34 −10.75 12.69 45.54 2.82 8.91 −𝟖.𝟖𝟑 𝟒𝟑.𝟔𝟎

rofit breakdown for both C-Flex and CWS-Flex model in the three analyzed case studies. The table show
n of each market to the total profit reported in the eq. (1). Notice that the upward and downward reservation
count the last 3 terms of the eq. (1), i.e. expected profit from: reserve market, reserve activation and expected p

n. scenarios 𝟏𝟎 𝟐𝟎 𝟑𝟎 𝟒𝟎 𝟓𝟎
Cont. variables 203, 924 407, 464 611, 004 814, 544 1018, 084
Binary variables (original problem) 96, 000 192, 000 288, 000 384, 000 480, 000
Binary variables (reduced problem) 80, 862 161, 466 242, 390 323, 567 403, 382
Relative gap [%] 0.000 0.000 0.0013 0.0018 0.0031
Execution time [s] 337 1199 2645 4280 7322

istics using different number of total scenario 𝐾 (average values).

matrix sparsification we were able to reduce the
er of binary variables of around 15-20 % (de-

pon the number of considered scenarios). This
the MILP solver computation time and increase
lity.
wn in table 2, even for the case of 50 scenarios, we
average computation time of 7503 seconds (less

rs) with a relative optimality gap of 0.0026 %.

lusions and Future Outlook
paper, we introduce a framework to bid energy

of industrial process in the joint energy and re-
et. First, we use a deep neural networks with

vation functions to capture the complexity and
earity of the industrial process. Then, we convert
ear ReLUs into linear constraints using binary
nd formulate the bidding problem as a Mixed-
ear-Programming.
we implement weight sparsity to reduce the com-
the MILP problem to facilitate the MILP-solver
ealistic dataset, we demonstrate the applicability
osed framework considering an evaporative cool-
sed in the chemical industry and offering energy
n the Belgian electricity market.
challenge of the proposed method consists in
eep Neural Networks with only ReLU (or ReLU-

tion functions. Although this may be a limitation,
ature in deep learning indicates such activation
ving strong advantages over traditional activation
e.g., sigmoid and tanh), in reducing vanishing
sues, computational efficiency, and increasing
e performance [17]. Moreover, the adoption of
vations allows us to introduce binary decision
which are conceptually identical to the ones used
-Tree based methods [7]. Therefore, the proposed

framework could, in principle, be applied also to the
in which we use such approaches as approximating fun
instead of neural networks.

Furthermore, the proposed method considers a sce
based uncertainty both for the parameters related to i
trial process (outside temperature, heating demand,
and for electricity market (market prices) . Howeve
quantification of the number of scenarios to be consi
typically faces a trade-off between accuracy and com
tional efficiency. As such, in some use cases, the decis
the most suitable number of scenarios can be a complex
This challenge provides further research opportunit
expand on the current work. Indeed, to address these c
aspects in future research, different methodologies th
scenario-based approach can be considered (such as r
optimization or chance-constrained optimization)[31]
uating them in terms of applicability and computa
feasibility.

Finally, the proposed approach is based on a pur
driven method. Despite it is technically possible to ac
and store huge amount of real-data, in many practic
uations, the volume of useful experimental data for
plex physical systems (e.g. industrial processes) is li
due to many factors (e.g. the cost of a pervasive s
infrastructures, data-sharing privacy issues etc.) The sp
data-driven approach to the predictive modelling of
systems depends crucially on the amount of data ava
and on the complexity of the system itself. For this re
future work is directed towards utilizing different typ
neural networks for modelling industrial processes, su
Physics-Informed Neural Networks [29]. These hybrid
driven methods can be applied when the underlying p
of the process is partially known and several scattered
surements (of a primary or auxiliary state) are avai
M. Lahariya, F. Karami, C. Develder: Preprint submitted to Elsevier Page 13 of 15
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known (approximate) information about the un-
hysics of the process to control, accurate data-
dels (such as neural networks) can still be con-
ing much less amount of data compared with

ssary for pure data-driven methods.
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x: Scenario generation
𝑘 be a set of forecasted quantiles for the variable
𝑝𝑡+𝑘, available at time 𝑡 for the lead time 𝑡+𝑘 (and
…𝐾), based on past observations 𝑝𝑡−1,… , 𝑝𝑡−𝑛.
variable, a set of scenario 𝑠 = 1…𝑆 is generated
ollowing steps:
rate 𝑆 random vectors 𝐗𝐬 of dimension 𝐾 from a
ivariate Gaussian distribution with zero mean and
son’s covariance matrix estimated using historical
rvations of the target variable;
nal scenario 𝐘𝐬 of dimension 𝐾 results from the
wing equation:

𝑌 𝑠
𝑘 = 𝐹−1

(
Φ(𝑋𝑠

𝑘)
)

∀𝑘, 𝑠.

Φ is the distribution function of the standard
dom variable applied to each component of 𝐗𝐬,
the inverse of the cumulative distribution function
d using the forecasted quantiles 𝑞𝑡+𝑘.
detailed description of the scenario generation
ed in this paper, the reader may refer to the work
et al. in [27].
paper we use the method described to produce
r all the input variables of the ECT process,
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Market information uncertainties are modeled using set of scenarios
Integrating Mixed-Integer Linear Programming and machine learning
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